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Abstract
Social scientists have long shown great interest in the spatial correlates of crime patterns. A sub-
set of the literature has focused on how micro-level spatial factors influence the formation of
crime hot spots. At the same time, tangential research has highlighted how neighbourhood disad-
vantage influences crime occurrence. The current study focuses on the intersection of these per-
spectives through a spatial analysis of Motor Vehicle Theft (MVT) and Motor Vehicle Recovery
(MVR) in Colorado Springs, CO. We begin by conducting a Risk Terrain Modelling analysis to
identify spatial risk factors significantly related to MVT and MVR occurrence. We then test
whether the spatial influences of the criminogenic risk factors differ across traditional measures
of neighbourhood disadvantage. Findings suggest that while a citywide effect is evident for multi-
ple risk factors, their spatial influence on crime significantly varies across neighbourhood
contexts.
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Introduction

Social scientists have long exhibited great
interest in the geography of crime, with the
exploration of crime concentration dating
back hundreds of years (Weisburd et al.,
2009). With the emergence of Geographic
Information Systems (GIS), the spatial analy-
sis of crime has greatly accelerated. In
explaining crime concentrations, contempo-
rary research has empirically tested the influ-
ence of potentially criminogenic
environmental features on a number of crime
types, including assault (Grubesic et al., 2012;
Kennedy et al., 2015), robbery (Bernasco and
Block, 2011; Drawve, 2016), shootings
(Caplan et al., 2011; Kennedy et al., 2011),
and burglary (Caplan et al., 2015; Groff and
La Vigne, 2001; Moreto et al., 2014).
Tangential to the crime-and-place literature,
considerable research has measured the effect
of neighbourhood-level factors on crime, par-
ticularly violence (Kubrin and Herting, 2003;
Morenoff et al., 2001; Sampson and Groves,
1989; Sutherland et al., 2013). Explanatory
variables are typically derived from data col-
lected by census bureaus, which measure lev-
els of neighbourhood disadvantage.

To date, Motor Vehicle Crime has been
largely absent from the geospatial literature.
The current study seeks to help fill this void

through an analysis of Motor Vehicle Theft
(MVT) and Motor Vehicle Recovery (MVR)
in Colorado Springs, CO. We begin by
empirically testing the effect of various spa-
tial features on the occurrence of MVT and
MVR. We then test whether the influence of
the significant risk factors differs across tra-
ditional measures of neighbourhood disad-
vantage. Seven spatial risk factors were
significantly associated with MVT while ten
were associated with MVR. Subsequent
models found that the spatial influence of
each risk factor differed according to levels
of neighbourhood disadvantage, as mea-
sured across six variables. The findings sug-
gest that future research should continue to
measure the interaction effects of micro-level
environmental risk factors and neighbour-
hood characteristics on crime patterns.

Review of relevant literature

Motor vehicle theft and recovery

MVT is one of the most commonly occur-
ring crimes in the USA, with 689,527
reported incidents nationwide in 2014 (FBI,
2015). The literature recognises two general
types of MVT: (1) those committed for non-
monetary purposes, such as joyriding and
transportation, and (2) those committed for
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profit-driven purposes, such as resale, export
or dismantling for spare parts (Clarke and
Harris, 1992; Roberts and Block, 2012). A
key difference between these typologies con-
cerns the procedural nature of the crime. In
thefts for profit, offenders benefit directly
from the materialistic value of the vehicle,
specifically through export or resale of the
vehicle, or selling parts on the black market.
Such incidents are more likely to be perma-
nent thefts, with the stolen vehicle not being
recovered. On the contrary, in thefts involv-
ing non-monetary motivations (e.g. trans-
portation and/or joyriding) benefits are
largely unrelated to the materialistic value of
the vehicle. Stolen vehicles are more likely to
be recovered in such instances because these
offenders are more likely to abandon the
vehicle than offenders motivated by profit.

Considered from a script analysis per-
spective (Cornish, 1994), the site of the vehi-
cle recovery represents the final step of the
MVT. The offender, after receiving the
desired benefits, abandons the vehicle. For
researchers, stolen vehicle recovery presents
additional opportunities to analyse offender
behaviour and decision-making. In terms of
geospatial analysis, this provides the oppor-
tunity to measure the spatial correlates of
stolen vehicle recovery sites and whether
they differ from those of the theft site.
Despite such policy implications, analyses of
MVR have been largely absent from the lit-
erature (noteworthy exceptions are discussed
subsequently).

Crime generators, crime attractors and
neighbourhood disadvantage

The geospatial analysis of crime is rooted in
Environmental Criminology, a perspective
comprised of three theories with common
interests in the situational aspects of crime:
Routine Activities (Cohen and Felson,
1979), Rational Choice (Cornish and
Clarke, 1986) and Crime Pattern Theory

(Brantingham and Brantingham, 1993).
Routine Activities Theory considers crime as
the outcome of the spatial and temporal
convergence of a likely offender and a suit-
able target in the absence of a capable
guardian. Behaviour patterns of the popula-
tion determine where and when these crim-
inogenic elements are most likely to
converge. Rational Choice Theory considers
crime as the outcome of an appraisal process
in which the potential offender considers the
risks and rewards inherent in a given crime
opportunity. While such decisions typically
occur in a state of bounded rationality con-
strained by limited time and information,
the offender nonetheless ponders the situa-
tion at hand (Clarke and Cornish, 1985).
Crime Pattern Theory is typically credited
with connecting the tenets of Routine
Activities and Rational Choice, explicitly
operationalising them to space (Andresen,
2014: 8). Crime Pattern Theory considers
daily behaviour patterns as involving three
types of activity spaces: nodes (places where
people spend extended amount of time, such
as home, work and places of recreation),
paths (travel routes between nodes) and
edges (boundaries between different areas)
(Brantingham and Brantingham, 1993: 5).
Activity spaces can be made criminogenic by
the presence of crime generators and crime
attractors, features of the environment that
cause crime through the attraction of large
numbers of people and/or criminal opportu-
nities that are well known to offenders
(Clarke and Eck, 2005: 17).

Caplan (2011) refers to the manner that
environmental features influence human
behaviour as spatial influence. Caplan (2011)
argues that the distribution of certain fea-
tures across space can influence the attrac-
tion of criminogenic elements in a manner
that forms and sustains crime patterns. In
particular, spatial influence of criminogenic
features can be operationalised as distance
from individual features or density of
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multiple features (Caplan, 2011: 63). The
notion of operationalisation is key, because
prior research suggests that different crim-
inogenic features exert different types of
influence on crime. Research in
Philadelphia, for example, found that vio-
lence is highly clustered within 85 feet of bars
then dissipates rapidly (Ratcliffe, 2012),
while the effect of schools, halfway houses,
and drug treatment centres varies substan-
tially by distance and crime type (Groff and
Lockwood, 2014).

Tangential to research on Environmental
Criminology, an extensive literature has
measured the effect of neighbourhood-level
characteristics on crime and victimisation.
This literature is largely rooted in the Social
Disorganisation theory (Sampson and
Groves, 1989; Shaw and McKay, 1942). The
core concepts of Social Disorganisation
relate to the inability of a neighbourhood to
regulate the conduct of its members and a
general breakdown in normative consensus
(Berg et al., 2012: 413). As per this perspec-
tive, Social Disorganisation disrupts the
social order to an extent that weakens collec-
tive efficacy, defined as the ‘willingness [of
residents] to intervene for the common good’
(Sampson et al., 1997: 919). Measures of
Social Disorganisation are typically derived
from data collected by census bureaus and
has included factors such as poverty, racial
heterogeneity, geographic mobility, educa-
tional attainment, population density and
the young male population.

Poverty is largely considered the most
important aspect of Social Disorganisation
in terms of crime, given its association with
social disinvestment and lack of community
organisation (Pratt and Cullen, 2005; Rice
and Smith, 2002: 316). Racial heterogeneity
refers to the probability of members of dif-
ferent ethnicities living in the same neigh-
bourhood, with high probabilities suggesting
the co-existence of conflicting and competing
values regarding the appropriateness of illicit

conduct (Berg et al., 2012: 412). Geographic
mobility refers to population turnover, with
residents frequently moving to or from a
neighbourhood preventing the formation of
shared values (Bruce et al., 1998).
Educational attainment is a key component
of Shaw and McKay’s (1942) concept of
neighbourhood status, with neighbourhoods
defined by lower levels of education consid-
ered an indicator of neighbourhood depriva-
tion (Chainey, 2008). Population density
may generate crime by reducing anonymity
amongst residents in a manner that interferes
with social control while simultaneously
offering increased opportunities for offend-
ing (Osgood and Chambers, 2000; Sampson,
1983). Lastly, the percentage of the popula-
tion comprised of young males has been
associated with high crime levels. From a
Social Disorganisation perspective, this
observation has been linked to male juveniles
reporting being drawn into crime by other
criminally active adolescent males (Kubrin
and Herting, 2003; Lilly et al., 2011: 45).

While there is a tendency within the litera-
ture to consider Environmental Criminology
and Social Disorganisation as competing
conceptual frameworks (Braga and Clarke,
2014; Weisburd et al., 2015), the perspectives
can have joint utility for crime analysis. In
particular, observations from crime-and-
place research suggest that understanding
community-level context may help explain
some of the more nuanced research findings.
While specific environmental features have
consistently demonstrated city-wide effects
on crime, research has demonstrated that
crime distribution across a given facility type
can be classified according to the J-curve
(Eck et al., 2007) or the 80–20 rule (Clarke
and Eck, 2005: 18), crime analysis principles
demonstrating that a small proportion of
individual facilities account for a large pro-
portion of crime experienced by the whole
group. For example, 10% of gas stations in
Austin, TX accounted for more than 50% of
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calls for service in 1998–1999 while 5% of
retail stores in Danvers, MA accounted for
50% of reported shopliftings from 1 October
2003 through 30 September 2004 (Clarke
and Eck, 2005: 28). In explaining why spatial
vulnerability (i.e. the presence of crimino-
genic features) does not automatically lead
to crime, Kennedy et al. (2015) discussed the
importance of ‘exposure’ in crime genera-
tion. As explained by Kennedy et al. (2015:
5) ‘if crime occurred at the place before and
if the place is spatially vulnerable, then the
likelihood that crime will occur in the future
increases’. This concept of ‘exposure’ could
easily be extended to include principles of
Social Disorganisation. Just as exposure to a
nearby hot spot can aggravate a feature’s
spatial influence, a feature can be more or
less criminogenic depending upon the char-
acteristics of the surrounding neighbour-
hood. Thus, studying the interaction effects
of micro-level spatial risk factors and neigh-
bourhood disadvantage may provide valu-
able insights.

Geospatial analysis of motor vehicle crime

While numerous scholars have described
MVT (and, by extension, MVR) as one of
the least developed topics in criminology
(Maxfield, 2004, Walsh and Taylor, 2007) a
body of knowledge on the environmental
correlates of MVT has begun to emerge.
Levy and Tartaro (2010) tested the influence
of activity nodes (comprised of ATMs, pay-
phones, gas stations, bars, bus stops and
schools) on single- and repeat-victimisation
MVT locations in Atlantic City, NJ. They
found that repeat MVT locations were more
likely to be near activity nodes than single
theft sites. Lu (2006) found that MVT loca-
tions in Buffalo, NY were associated with
multi-family residences and commercial
locations with parking lots. Additional stud-
ies have included measures of Social
Disorganisation along with environmental

features in the study of MVT. Lockwood
(2012) found that neighbourhood disadvan-
tage was associated with higher counts of
overall MVT as well as MVT ‘initiator’
events, which are the incidents representing
the initial offense in a near-repeat offending
pattern. Copes (1999) found that MVT is
more likely to occur along longer roads, in
neighbourhoods with greater density of
roads, and in neighbourhoods with a higher
percentage of persons living below the pov-
erty line in Lafayette, LA. Walsh and Taylor
(2007) found MVT in a Midwestern US city
to be most common in neighbourhoods with
low socio-economic status that were sur-
rounded by other neighbourhoods with high
MVT rates. Suresh and Tewksbury (2013)
analysed MVT and MVR in Louisville, KY
from a Social Disorganisation perspective,
finding that concentrations of both MVT
and MVR were significantly related to high
levels of poverty, unemployment and vacant
housing as well as church parking lots in
socially disadvantaged neighbourhoods.

The analysis of Rice and Smith (2002) is
perhaps the best example of the integration
of Environmental Criminology and Social
Disorganisation perspectives in the study of
MVT. In addition to including both Envi-
ronmental Criminology (specifically Routine
Activities) and Social Disorganisation vari-
ables in the analysis, Rice and Smith (2002)
conducted a follow-up model with 13 inter-
action terms between the different types of
variables. As argued by Rice and Smith
(2002: 322), ‘social disorganization attributes
should interact with the opportunity vari-
ables included in the routine activity opera-
tionalization’ to produce a differential effect
on crime than either generates indepen-
dently. The interaction model findings were
supportive of this hypothesis, with the model
explaining a larger percentage of the var-
iance than the competing models and certain
interaction types generating circumstances
conducive to MVT.
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Summary and scope of the current study

The frequency of research on Motor Vehicle
Crime is not commensurate with the level of
hardship it inflicts upon society, particularly
within urban centres of the USA (Maxfield,
2004). With that said, a body of knowledge
has begun to develop that analyses the influ-
ence of environmental features and neigh-
bourhood factors on the occurrence of MVT
and, less frequently, MVR. While this is a
welcome development, additional research is
needed to build upon the scope of these stud-
ies. For one, outside of Suresh and
Tewksbury (2013), MVR has not been sub-
jected to geospatial analysis. This is a key
gap in the literature, as understanding spatial
risk factors of MVR hot spots can generate
practical benefits in the study and prevention
of MVT. In addition, there is a need to better
understand heterogeneity of spatial influence
across the landscape. In exploring such
issues, it is helpful to understand how risk
factors interact with neighbourhood-level
factors to influence the nature of crime pat-
terns. Outside of Rice and Smith (2002), we
are unaware of such an approach being
incorporated in the study of MVT, and are
aware of no study that applied such an
approach in the study of MVR.

The current study seeks to address the
aforementioned gaps in the literature
through a geospatial analysis of MVT and
MVR incidents in Colorado Springs, CO
occurring from 1 November 2012 to 31
October 2013. The analysis involved two
distinct steps. First, using Risk Terrain
Modelling (RTM), environmental risk fac-
tors and their associated spatial influences
were identified for both MVT and MVR.
We then tested whether the spatial influence
of the significant risk factors differed across
traditional measures of neighbourhood dis-
advantage. Interaction terms included in a
regression model identified the neighbour-
hood contexts that aggravated, mitigated or
neutralised risk factor influence.

Methodology

Study setting

Colorado Springs is the second largest city in
Colorado, with an estimated 2014 popula-
tion of 445,830. Colorado Springs is a largely
middle class city, with a median household
income of US$53,962 and poverty level of
13.7%, reflective of the economic condition
of Colorado as a whole (median income of
US$58,433 and poverty rate of 13.2%).
Approximately 79% of residents are White
with Blacks accounting for 6.3% of the pop-
ulation. A total of 16.1% of residents iden-
tify themselves as Hispanic or Latino (US
Census Bureau, 2015). Colorado Springs
reported 2673 MVT incidents during the
study period, which translates to an MVT
rate of 599.55 per 100,000 residents. This
rate is above the national average MVT rate
of 420.90 per 100,000 for cities with popula-
tions greater than 250,000 as per Uniform
Crime Report figures (FBI, 2015). Within
Colorado, the MVT rate for Colorado
Springs is the second highest in the state,
behind only Denver (FBI, 2015). The
Colorado Springs Police Department has
been recognised as a national leader of
Problem-Oriented Policing in the USA
(Maguire et al., 2015), with a long history of
commitment to research and evaluation. In
this vein, the Colorado Springs Police
Department partnered with the authors for
the purpose of analysing the spatial distribu-
tion and spatial correlates of MVT and
MVR.

Data sources

GIS layers of MVT and MVR incidents
were provided by the Colorado Springs
Police Department’s Crime Analysis Unit.
Data were provided as GIS shapefiles for
use in the ArcGIS 10.3 software. Of the
2673 MVT incidents reported during the
study period, 950 were temporary thefts with
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the stolen vehicle recovered later in time,
corresponding to a recovery rate of 36%.
This recovery rate is below the national
average of 43.2%, based upon the most
recently available figures (BJS, 2011).1 These
950 temporary MVTs were included in the
final analysis. A total of 947 (99.7%) and
939 (98.8%) MVT and MVR locations,
respectively, were successfully geocoded.
Figure 1 displays the spatial distribution of
MVT and MVR incidents. Visual inspection
of kernel density maps suggests that MVT
and MVR hot spots overlap in Colorado
Springs, however there are clear distinctions
between MVT and MVR sites. Specifically,
MVT and MVR densities are only weakly
correlated, according to both Pearson’s

(20.26, p \ 0.001) and Spearman’s rho
(20.22, p \ 0.001) statistics. Disaggregate
statistics suggest that motor vehicle thieves
travelled significant distances before aban-
doning the vehicle. MVR locations were an
average distance of 4.14 miles from the loca-
tion of theft, with a median of 3.83 miles
and a standard deviation of 2.72 miles. This
suggests that, at the incident level, the loca-
tions of MVT and MVR are distinct from
one another. In other words, stolen vehicles
were typically recovered far from where they
were stolen.

The RTM analysis included 19 environ-
mental risk factors: bars, bowling centres,
commercial zoning, convenience stores,
disorder-related calls for service,2 foreclosed

Figure 1. Motor Vehicle Theft and Recovery concentration.
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properties, hotels and motels, multi-family
housing complexes, parks, sit-down restau-
rants, gas stations with convenience stores,3

schools, liquor stores, malls, night clubs,
parking stations and garages, retail shops,
takeout restaurants and variety stores. Ten
risk factors were provided by the Colorado
Springs Police Department4 as GIS shape-
files, the same format as the MVT and
MVR data. The remaining data were
obtained from InfoGroup (www.infogroup.-
com) a leading provider of residential and
commercial information for reference,
research and marketing purposes.5 The
InfoGroup data were provided in spread-
sheet format with X/Y coordinates provided
for each case. Researchers used the X/Y
coordinates to manually geocode the data,
with the projection set to match the data
provided by the Colorado Springs Police
Department (Colorado State Plane, NAD
1983). Prior research has identified many of
these risk factors as criminogenic, in terms
of overall street-level crime occurrence and/
or MVT. Other risk factors were included at
the recommendation of Colorado Springs
Police Department personnel, based upon
their knowledge of local crime conditions.
This selection method helps ensure that the
factors included in the study are both
empirically driven and practically meaning-
ful (see Table 1) (Kennedy et al., 2015).

Lastly, the analysis included neighbourhood-
level data collected from the US Census
Bureau’s American Community Survey
5-year estimates (2009–2013).

Data were collected at the census tract
level, which prior research has consistently
used as an operationalisation of neighbour-
hood (Griffiths and Chavez, 2004; Kubrin
and Herting, 2003; Stucky et al., 2016), and
are collectively identified as census variables.
We included six separate census variables,
all of which have been positively associated
with crime occurrence in prior research: the
percentage of persons below the poverty line

(Pratt and Cullen, 2005); racial heterogene-
ity6 (Berg et al., 2012); geographic mobility:
percentage of persons who lived at a differ-
ent address the previous year (Bruce et al.,
1998); educational attainment: percentage of
adults without a high school diploma or
equivalent degree (Chainey, 2008); popula-
tion density: persons per square mile
(Osgood and Chambers, 2000; Sampson,
1983); and the young male population: per-
centage of persons that are male between the
ages of 15 and 24 (Kubrin and Herting,
2003). Data were joined to a GIS layer of
census tracts in El Paso county, which
encompasses Colorado Springs, for the anal-
ysis (N = 130).

Analytical strategy

In conducting Risk Terrain Modelling, we
used the RTMDx Utility developed by the
Rutgers Center on Public Security (Caplan
and Kennedy, 2013). RTMDx uses a precise
set of statistical tests to (1) choose the appro-
priate operationalisation of each risk factor;
(2) determine the appropriate model type
(Poisson or negative binomial); and (3)
determine the relative importance of risk fac-
tors in influencing crime outcomes (Heffner,
2013). For the analysis, Colorado Springs
was modelled as a set of contiguous grids of
equally sized 276 ft 3 276 ft. cells (N =
76,528), representing approximately one-half
of the average block length in the city, as
measured within ArcGIS. RTMDx tests risk
factor influence through a penalised regres-
sion model with crime counts (in this case,
MVT or MVR) as the dependent variable.
Various operationalisations of the aforemen-
tioned risk factors are independent variables,
with RTMDx measuring whether each raster
cell is within a certain distance of the risk
factor (i.e. proximity) or in an area of high
concentration of the risk factor (i.e. density).
Each risk factor was tested at three dis-
tances: 1 block (552 ft), 2 blocks (1104 ft)
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Table 1. Risk factor conceptualisation and justification.

Risk factor Justification Example source(s)

Bars Research has frequently found bars to generate
street-level crime. Motor vehicles are likely to be
parked near bars (and restaurants) in the evening
hours, creating opportunities for MVT

Levy and Tartaro (2010);
Rice and Smith (2002)

Bowling centres CSPD identified bowling centres as a particular type
of entertainment venue that may generate
opportunities for MVT. Environmental
criminologists have referred to such crime-
generating venues as social crime facilitators

Clarke and Eck (2005)

Commercial zoning Research has found commercial locations to be at
heightened risk of MVT, presumably because of the
concentration of automobiles in such areas

Lu (2006)

Convenience stores Research has found that convenience stores and
corner grocery stores generate street-level crime in
the surrounding vicinity

Bernasco and Block
(2011); Myers (2002)

Gas stations with
convenience stores

Research has shown gas stations to be associated
with repeat MVT locations. CSPD officials further
recommended that we include only gas stations
with convenience stores given the unique
opportunity structure at such gas stations (see
footnote 2)

Levy and Tartaro (2010)

Disorder-related
calls for service

Reviews of research find evidence that social
disorder stimulates street-level crime, both directly
and via its impact on other aspects of community

Skogan (2015)

Foreclosed
properties

Foreclosures and general vacant housing have been
found to generate the occurrence of crime,
including MVT

Katz et al. (2013); Suresh
and Tewksbury (2013)

Hotels and motels Prior research including both routine activity and
Social Disorganisation variables has found the
presence of a hotel or motel to be the most
powerful predictor of MVT

Rice and Smith (2002)

Multi-family housing
complexes

Large-scale multi-family dwellings have been
associated with lower guardianship and higher
criminal activity, including MVT. Victimisation
surveys suggest that people residing in single-family
structures are less likely to experience MVT than
people residing in multi-family structures

Lu (2006); Poyner (2006);
Rice and Smith (2002)

Parks Research has found parks to be related to
predatory crime, owing to their typically low levels
of guardianship

Groff and McCord (2011)

Sit-down restaurants Motor vehicles are likely to be parked near
restaurants (and bars) during evening hours,
creating opportunities for theft

Rice and Smith (2002)

Schools Research has found that schools increase property
crime in the surrounding area

LaGrange (1999); Roncek
(2000)

Liquor stores Research has found the presence of off-premise
liquor establishments to be associated with
heightened occurrence of predatory crime

Bernasco and Block
(2011); Snowden and
Pridemore (2013)

Malls Malls provide heightened levels of risk for MVT
owing to the large-scale availability of parking and
the fact that patrons leave their vehicles unattended
for extended periods of time

Clarke (2002); LaGrange
(1999); Lu (2006)

(continued)
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and 3 blocks (1656 ft). Through this method,

the 19 risk factors generated 84 independent

variables that were tested for significance.
Incorporating 84 covariates in a single

model may present problems with multiple

comparisons, in that we may detect spurious

correlation simply because of the number of

variables tested. The penalised regression

method used by RTMDx alleviates potential

problems with spurious correlation owing to

multiple comparisons by reducing the large

set of variables to a smaller set of variables

with non-zero coefficients. This is accom-

plished through an elastic net method that

forms five stratified folds from the raster

cells, balancing crime counts between the

folds. This balancing process is done to

ensure that there is some variance across the

folds to aid in the numeric stability of the

modeling process. For each covariate,

RTMDx then builds five simultaneous mod-

els for each fold to rigorously test the influ-

ence of each independent variable on the

crime outcome, and identify a set of

variables with useful predictive value (i.e.

with non-zero coefficients).
For the current study, RTMDx selected

32 variables as potentially useful in the
MVT model and 34 in the MVR model.
These variables were then utilised in a bidir-
ectional step-wise regression process to
determine the final model type. Following a
null model with no model factors, the Utility
adds each variable to the null model and re-
measures the Bayesian Information Criteria
(BIC) score to identify the most parsimo-
nious combination of variables. The BIC
score balances how well the model fits the
data against the complexity of the model.
After each iteration, the model with the low-
est BIC score is selected as the new candi-
date model (the model to surpass). RTMDx
repeats the process, adding and removing
variables one step at a time, until no variable
addition/removal surpasses the previous
BIC score. RTMDx repeats this process
with two stepwise regression models: one
Poisson and one negative binomial. At the
end, the Utility chooses the best model with

Table 1. Continued

Risk factor Justification Example source(s)

Night clubs CSPD officials suggested that nightclubs might exert
a similar spatial influence as bars on MVT since both
facilities serve alcohol to patrons on-premise

Levy and Tartaro (2010);
Rice and Smith (2002)

Parking stations and
garages

Parking stations and garages low in access control
or supervision have been found to suffer from
heightened levels of MVT

Clarke (2002)

Retail shops Retail business outlets have been shown to generate
incidents of predatory crime, and may offer
heightened risk for auto theft owing to the
presence of parking facilities for customers

Caplan et al. (2011); Lu
(2006)

Takeout restaurants Restaurants serving predominately take-out orders
can lead to high levels of foot traffic and low levels
of guardianship, which can promote crime

Felson (2002); Kennedy et
al. (2011)

Variety stores CSPD officials suggested that variety stores (e.g.
dollar stores or general stores) might exert a
similar spatial influence as big box retail shops since
both types of establishments largely attract
consumers with automobiles

Caplan et al. (2011); Lu
(2006)
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the lowest BIC score. RTMDx also pro-
duces a relative risk value that can be inter-
preted as the weight of the individual risk
factor, and therefore may be used for com-
parison across all risk factors (for more
information on the statistical procedure of
RTMDx, see Heffner, 2013).

Following the RTM analysis, negative
binomial regression models were conducted
using Stata 13.0 statistical software to mea-
sure whether the spatial influence of the sig-
nificant risk factors was maintained across
neighbourhood contexts.7 Similar to the
RTM analysis, units of analysis were 276 ft
3 276 ft raster cells (N = 76,528). For each
significant risk factor, a dichotomous vari-
able measured whether each cell fell within

the optimal spatial influence (1) or not (0).
Additional variables measure the level of
neighbourhood disadvantage in the sur-
rounding census tract, according to the six
aforementioned census variables. Each cen-
sus variable was re-coded so that the value
in each census tract was identified as greater
than 1 standard deviation below the mean
(21), between 1 standard deviation below
the mean and 1 standard deviation above
the mean (0), or greater than 1 standard
deviation above the mean (1). We decided to
operationalise the census values in this man-
ner to provide standardised measures across
variables. Table 2 displays descriptive statis-
tics for the dichotomous RTM and re-coded
census variables.

Figure 2. Spatial influence and neighbourhood vulnerability maps.
Note: In each of the maps, grid cells are the unit of analysis.
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The dichotomous variable for each signif-
icant risk factor was multiplied with each
re-coded census variable to create six inter-
action terms: risk factor 3 racial heteroge-
neity, risk factor 3 young male population,
risk factor 3 geographic mobility, risk fac-
tor 3 no high school, risk factor 3 popu-
lation density, and risk factor 3 poverty.
Figure 2 provides a visual example of this
process. This resulted in 42 interaction terms
in the MVT model and 60 interaction terms
in the MVR model. For both models, a spa-
tial lag variable was created within the
GeoDa spatial analysis software to control
for the observed presence of spatial autocor-
relation.8 To measure the presence of multi-
collinarity, we calculated the variance
inflation factor (VIF) and associated toler-
ance (1/VIF) for each of the exploratory
variables (Hamilton, 2013: 203). A tolerance
lower than 0.1 suggests the presence of sig-
nificant collinarity with another variable.
Tolerance values ranged from 0.15 to 0.98 in
the theft model and from 0.14 to 0.98 in the
MVR model, showing an absence of
multicollinarity.9

Findings

Table 3 displays the results of the RTM
analysis. For both MVT and MVR,
RTMDx identified a negative binomial
regression model as the optimal model.
Seven risk factors were significantly associ-
ated with MVT: disorder calls for service,
foreclosures, multi-family housing com-
plexes, hotels and motels, sit-down restau-
rants, parks and commercial zoning. Ten
risk factors were significantly associated
with MVR: disorder calls for service, fore-
closures, multi-family housing complexes,
hotels and motels, convenience stores, com-
mercial zoning, gas stations with conveni-
ence stores, parks, sit-down restaurants and
schools. There is some clear overlap in the
findings, as each of the seven risk factorsT
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associated with MVT were also spatially
correlated with MVR. However, closer
examination of the findings reveals some dif-
ferences. For one, three risk factors associ-
ated with MVR (convenience stores, gas
stations with convenience stores and
schools) were unrelated to MVT. In addi-
tion, while having the highest relative risk
value in both models, disorder calls differen-
tially influenced MVT and MVR. MVT
occurrence was significantly higher within a
1104 ft (approximately two blocks) density
of disorder calls for service while the influ-
ence of disorder calls on MVR extended
only 552 ft (approximately one block). All
other risk factors related to both MVT and
MVR exhibited similar spatial influence on
both crime types.

Table 4 displays the findings of the MVT
negative binomial regression model. For ease
of interpretation, the findings are presented
in a matrix with risk factors in rows and

census variables as column headings. Cells
where a risk factor and census variable inter-
sect represent the interaction term between
the two covariates. Findings are presented as
Incidence Rate Ratios (IRR), which can be
interpreted as the rate at which the depen-
dent variable is observed, with a value of 1
as the baseline. An IRR of 0.90 suggests
that, controlling for other independent vari-
ables, a 1-unit increase in the variable is
associated with a 10% decrease in the rate at
which the dependent variable occurs while
an IRR of 1.10 suggests a 10% increase in
the rate at which the dependent variable
occurs (Braga and Bond, 2008: 590).

What is immediately clear from the table
is the fact that, despite exhibiting a citywide
effect on MVT, the influence of each risk
factor was aggravated, mitigated or neutra-
lised across various measures of neighbour-
hood disadvantage. Disorder calls were
particularly criminogenic in neighbourhoods

Table 4. Negative binomial regression findings, interaction terms IRR (RSE). Motor Vehicle Thefts.

Racial
heterogeneity

Young male
population

Geographic
mobility

No High
School

Population
density

Poverty

Disorder calls 1.37
(0.52)

20.82
(15.78)**

0.52
(0.13)**

1.89
(0.64)

0.83
(0.24)

1.77
(0.56)

Foreclosures 2.08
(0.56)*

0.10
(0.07)**

1.67
(0.38)*

0.84
(0.19)

0.74
(0.10)*

1.28
(0.36)

Multi-family
housing complexes

0.37
(0.11)**

1.57
(0.99)

0.70
(0.15)

0.96
(0.25)

3.59
(0.35)**

2.24
(0.55)**

Hotels & motels 0.56
(0.36)

0.01
(0.00)**

0.57
(0.20)

6.26
(2.81)**

0.31
(0.17)*

0.32
(0.18)*

Sit-down restaurants 1.43
(0.35)

0.58
(0.51)

0.76
(0.19)

0.88
(0.19)

0.53
(0.10)**

1.55
(0.34)*

Parks 0.83
(0.17)

7.29
(5.01)**

0.90
(0.17)

1.92
(0.35)**

2.00
(0.26)**

0.68
(0.16)

Commercial zoning 1.22
(0.34)

0.21
(0.83)**

0.49
(0.11)**

0.87
(0.20)

0.71
(0.12)*

0.46
(0.12)**

Spatial lag 1.22 (0.30)**
Log = 24417.84
Wald X2 = 7105.87
Wald d.f. = 43
N = 76,528

Notes: Abbreviations: IRR, Incident rate ratio; RSE, Robust standard error. *p \ 0.05; **p \ 0.01.
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with high young male populations,
with MVT counts increasing by 20 times
(IRR = 20.82) with each 1-unit increase in
the interaction term. Conversely, a negative
correlation was observed in the geographic
mobility interaction, with MVT counts
decreasing by 48% (IRR = 0.52) with each
1-unit increase in the interaction term. Each
of the other four disorder calls interaction
terms did not achieve statistical significance.
Similar variability was observed with each
of the other risk factors. For foreclosures,
statistically significant, positive effects were
observed for the racial heterogeneity (IRR
= 2.08) and geographic mobility (IRR =
1.67) interaction terms with statistically sig-
nificant, negative effects observed in the
young male population (IRR = 0.10) and
population density (IRR = 0.74) terms. For
multi-family housing, positive effects were
observed in the population density (IRR =
3.59) and poverty (IRR = 2.24) interaction
terms, with increases in the racial heteroge-
neity term associated with decreased MVT
(IRR = 0.37). For hotels & motels, each 1-
unit increase in the youth population term
was associated with an extremely sizable (i.e.
99%) reduction in MVT (IRR = 0.01), with
the poverty (IRR = 0.32) and population
density (IRR = 0.31) terms also exhibiting
negative relationships. Each 1-unit increase
in the no high school interaction term was
associated with an over six-fold increase in
MVT (IRR= 6 .26). Only two of the sit-
down restaurant interaction terms achieved
statistical significance, with each 1-unit
increase in the population density term asso-
ciated with a 47% reduction in MVT (IRR
= 0.53) and each 1-unit increase in the pov-
erty term associated with a 55% increase
(IRR = 1.55). The three statistically signifi-
cant parks interaction terms were associated
with increased levels of MVT. Each 1-unit
increase in the no high school (IRR = 1.92)
and population density (IRR = 2.00) terms
was associated with approximately a

doubling of MVT while a 1-unit increase in
the young male population term (IRR =
7.29) was associated with an over seven-fold
increase in MVT. Each of the four signifi-
cant commercial zoning interaction terms
was associated with decreased levels of
MVT: young male population (IRR =
0.21), geographic mobility (IRR = 0.49),
population density (IRR = 0.71) and pov-
erty (IRR = 0.46).

Table 5 displays the findings of the MVR
negative binomial regression model. Similar
to the MVT model, variability was observed
for each risk factor. Four of the disorder
calls terms were statistically significant for
MVR, as compared with two in the MVT
model. The terms for young male population
(IRR = 12.77) and geographic mobility
(IRR = 0.36) were associated with increased
and decreased MVR, respectively, similar to
their influence in the MVT model. One-unit
increases in the no high school (IRR = 3.03)
and poverty (IRR = 2.24) terms were each
associated with MVR rate increases. Only a
single foreclosure term achieved statistical
significance, with each 1-unit increase in the
population density term associated with a
25% reduction in MVR (IRR = 0.75),
nearly identical to the effect observed in the
MVT model. Two of the multi-family hous-
ing complex interaction terms achieved sta-
tistical significance, with both the population
density (IRR = 3.20) and poverty (IRR =
1.86) terms associated with increased MVR.
Both of these terms exerted a similar effect in
the MVT model. The racial heterogeneity
term, significant in the MVT model, was
insignificant for MVR. Two of the hotels &
motels terms were statistically significant.
Each 1-unit increase in the young male pop-
ulation term was associated with a 99%
reduction in the rate of MVR, identical to its
observed effect in the MVT model. The geo-
graphic mobility term, insignificant in the
MVT model, was associated with reductions
in MVR (IRR = 0.47). For sit-down
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restaurants, the population density term was
associated with reduced levels of MVR (IRR
= 0.48), similar to the MVT findings. The
other significant term in the MVT model
(poverty) was insignificant for MVR. The
three parks terms associated with MVT
increases were similarly associated with
MVR: young male population (IRR =
5.14), no high school diploma (IRR = 3.22),
and population density (IRR = 2.81). The
racial heterogeneity term, insignificant in the
MVT model, was associated with decreased
MVR (IRR = 0.46). For commercial zon-
ing, the four significant terms exhibited simi-
lar effects on MVT as MVR: young male
population (IRR = 0.10), geographic mobi-
lity (IRR = 0.65), population density (IRR
= 0.58), and poverty (IRR= 0.48).

Three risk factors associated with MVR
were not associated with MVT (convenience
stores, gas stations with convenience stores,
and schools) so a comparison of interaction
terms across models is not possible. For con-
venience stores, three interaction terms
achieved statistical significance. Each 1-unit

increase in the poverty term was associated

with a more than tripling of the MVR rate

(IRR = 3.41) while the young male popula-

tion (IRR = 0.04) and geographic mobility

(IRR = 0.61) terms were associated with a

reduction in MVR. For gas stations with

convenience stores, each 1-unit increase in

the racial heterogeneity term was associated

with a tripling of MVR (IRR = 3.00) while

each 1-unit increase in the young male popu-

lation term was associated with a 99%

Table 5. Negative binomial regression findings, interaction terms IRR (RSE). Motor Vehicle Recoveries.

Racial
heterogeneity

Young male
population

Geographic
mobility

No High
School

Population
density

Poverty

Disorder calls 0.95
(0.36)

12.77
(12.09)**

0.36
(0.08)**

3.03
(1.18)**

1.00
(0.29)

2.24
(0.73)*

Foreclosures 1.45
(0.35)

0.32
(0.29)

0.99
(0.21)

0.75
(0.16)

0.75
(0.11)*

1.10
(0.31)

Multi-family
housing complexes

0.82
(0.25)

1.51
(1.09)

0.79
(0.17)

0.67
(0.22)

3.20
(0.31)**

1.86
(0.53)*

Hotels & motels 0.52
(0.55)

0.01
(0.00)**

0.47
(0.15)*

3.09
(2.57)

0.42
(0.32)

0.44
(0.32)

Sit-down restaurants 1.22
(0.36)

1.06
(0.87)

0.95
(0.22)

1.15
(0.34)

0.48
(0.09)**

1.27
(0.33)

Parks 0.46
(0.11)**

5.14
(4.29)*

0.77
(0.16)

3.22
(0.90)**

2.81
(0.48)**

1.19
(0.34)

Commercial zoning 1.62
(0.43)

0.10
(0.05)**

0.65
(0.12)**

0.82
(0.18)

0.58
(0.11)**

0.48
(0.12)**

Convenience stores 0.89
(0.60)

0.04
(0.01)**

0.61
(0.15)*

0.27
(0.19)

0.68
(0.36)

3.41
(2.08)*

Gas stations with
convenience stores

3.00
(1.47)*

0.01
(0.00)**

0.80
(0.22)

0.71
(0.52)

1.16
(0.40)

0.59
(0.22)

Schools 1.54
(0.47)

0.36
(0.29)

0.90
(0.18)

0.90
(0.22)

0.37
(0.08)**

1.37
(0.33)

Spatial lag 1.18 (0.03)**
Log = 24150.96
Wald X2 = 18,398
Wald d.f. = 61
N = 76,528

Notes: Abbreviations: IRR, Incident rate ratio; RSE, Robust standard error. *p \ 0.05; **p \ 0.01.
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reduction of MVR (IRR = 0.01). Only a

single interaction term was significant for

schools, with each 1-unit increase in popula-

tion density associated with a 63% reduction

of MVR (IRR = 0.37).

Discussion and conclusion

This study contributed to the literature in
two primary ways. First, we identified the
spatial correlates of both MVT and MVR,
two crime types that have appeared spar-
ingly in the geospatial literature. The top
four risk factors, in terms of relative risk
value, were identical for MVT and MVR:
disorder related calls for service, foreclo-
sures, multi-family housing units, and hotels
and motels. In addition, each of the risk fac-
tors significant for MVT were also signifi-
cant for MVR (disorder related calls for
service, foreclosures, multi-family housing
complexes, hotels and motels, sit-down res-
taurants, parks and commercial zoning). An
additional three risk factors (convenience
stores, gas stations w/convenience stores and
schools) influenced the occurrence of MVR,
but not MVT.

The nature of the significant risk factors
suggests the importance of deniability, which
St Jean (2007) describes as the ability to
deny that one is present in an area for crimi-
nal purposes. Prior research has identified
deniability as an important factor for offen-
ders looking to ‘blend-in’ at a particular area
for extended periods of time, such as drug
sellers (Piza and Sytsma, 2016; St Jean,
2007). However, research suggests that
deniability is also important for offenders
looking to quickly flee an area, such as
armed robbers (St Jean, 2007). The current
study findings suggest deniability may be an
important consideration for motor vehicle
thieves. Outside of disorder related calls for
service, all of the significant risk factors are
legitimate features of land usage, rather than
centers of illicit behaviour. In the lexicon of

Environmental Criminology, these risk fac-
tors represent crime generators: places to
which large numbers of people are attracted
for reasons unrelated to criminal motivation
but that nonetheless offer increased opportu-
nities for crime (Clarke and Eck, 2005: 17).
Searching for targets in such areas allows
offenders to maintain an inconspicuous pres-
ence because other persons are frequenting
the area for legitimate reasons. Deniability
seems to be even more important for MVR,
given the nature of the three risk factors
related to MVR but not MVT. Convenience
stores and gas stations with convenience
stores provide thieves an opportunity to
park a motor vehicle in an area where many
other motorists do the same. In such an
environment, an offender not returning to
the vehicle is unlikely to be noticed by any
on-lookers. Areas around schools similarly
attract people who must leave their vehicles
unattended for extended periods.

We further found the effect of each signif-
icant risk factor to be heterogeneous across
neighbourhood context. This suggests that
the convergence of particular spatial and
neighbourhood-level factors may maintain
or heighten criminogenic effects, while the
convergence of other factors may result in a
null or mitigating effect. Moreover, certain
interaction terms were statistically significant
in one model but not the other. This suggests
that the interaction of risk factor spatial
influence and neighbourhood disadvantage
differently influence MVT and MVR.

The significance of the interaction terms
supports the notion of Environmental
Criminology and Social Disorganisation as
complementary, rather than competing, the-
oretical perspectives. Despite the tendency
for scholars to consider these theories as
contrasting, their conceptual frameworks
overlap. In particular, both place premium
importance on the notion of informal social
control (Bossen and Hipp, 2015: 400). Social
Disorganisation scholars argue that
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collective efficacy is maintained through
informal mechanisms, such as the ‘monitor-
ing of spontaneous play groups among chil-
dren, a willingness to intervene to prevent
acts such as truancy and street-corner
‘‘hanging’’ by teenage peer groups, and the
confrontation of persons who are exploiting
or disturbing public space’ (Sampson et al.,
1997). Environmental criminologists empha-
sise the role of intimate handlers and place
mangers in exerting informal control over
potential offenders within neighbourhoods
(Eck, 1994; Felson, 1995). Intimate handlers
and place managers often include the same
entities involved the development of collec-
tive efficacy, such as neighbourhood resi-
dents, business owners, apartment mangers
and street pedestrians.

Findings in the current study suggest
an interaction between Environmental
Criminology and Social Disorganisation
mechanisms. For example, the Risk Terrain
Model found foreclosures to be related to
increased levels of both MVT and MVR on
a city wide basis. However, foreclosures
within areas of high population density were
significantly associated with reduced counts
of both MVT and MVR. A potential expla-
nation may be that, while foreclosures trans-
late to the removal of homeowners, the
residents most commonly associated with
stability and investment (Immergluck and
Smith, 2006; Katz et al., 2013), areas with
high population densities may provide the
necessary guardians to prevent high levels of
MVT and MVR. In addition, the interaction
between disorder calls and young male pop-
ulation generated the highest IRR values for
both MVT and MVR. This suggests that
disorder calls, criminogenic on their own,
present maximum influence in areas where
the size of the young male population chal-
lenges the formation of collective efficacy.
Theorising the underlying mechanism of
each statistically significant interaction term
is beyond the scope of this paper, given the

large number of terms. Rather, we present
our findings as an illustration of the utility
of jointly considering micro-level risk factors
and neighbourhood-level measures in crime-
and-place research. We recommend that
future research continue to explore the joint
utility of these perspectives.

The findings also have implications for
the Policing field. While crime hot spots
have been used to identify targets for police
resources, crime forecasting techniques such
as Risk Terrain Modelling can help further
refine target areas (Caplan et al., 2013;
Kennedy et al., 2011) while simultaneously
identifying criminogenic spatial features that
crime prevention activities should target
(Caplan et al., 2015; Kennedy et al., 2015).
The current study suggests that testing the
interaction effects between risk factors and
neighbourhood dynamics may help to fur-
ther focus crime prevention responses. For
example, while foreclosures exhibited a city-
wide effect on MVT, police may want to
prioritise foreclosures in neighbours with
high levels of racial heterogeneity and geo-
graphic mobility, since crime risk was heigh-
tened in these contexts. For MVR, officials
should consider diverting crime prevention
resources away from foreclosures in neigh-
bourhoods with high population densities, since
this context was actually associated with
decreased levels of crime. This suggests a two-
step analytical procedure, the first step identify-
ing the significant spatial risk factors and the
second step measuring precise neighbourhood
characteristics that aggravate or mitigate the
criminogenic influence of said risk factors.
While we focused on Motor Vehicle Crime in
the current study, such an approach can be used
to address any crime type.

Despite these implications, this study, like
most others, suffers from specific limitations
that should be mentioned. Officially
reported crime data is always subjected to
reporting bias as not all crimes get reported
to the police. While MVT seemingly is not
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influenced by reporting bias as much as
other offences, as 91.1% of completed
MVTs are reported to police (BJS, 2015),
reporting frequency of MVR is less clear.
Regarding the RTM analysis, while we made
every effort to include an exhaustive set of
risk factors in the analysis, we were limited
to what was obtainable via available data
sources. It is possible that pertinent, and
informative, spatial risk factors were
excluded. In addition, while commonly used
as proxies for neighbourhoods, census tracts
may not accurately reflect resident percep-
tions of community. Basta et al. (2010)
found that respondents’ hand-drawn maps
of their neighbourhoods did not correspond
with administrative boundaries such as cen-
sus tracts, and that respondents living in the
same area had much different conceptions of
their neighbourhoods. The reader should be
aware of potential issues with face validity.
Lastly, we alert the reader to the differing
spatial scales of the data used to create the
interaction terms. All spatial risk factors
were operationalised at the micro-level (grid
cell), with neighbourhood disadvantage mea-
sured at the meso-level (census tract). This
approach mirrors the methodology of prior
crime-and-place research, with scholars
simultaneously incorporating Environmental
Criminology and Social Disorganisation per-
spectives forced to use variables measured at
different scales (e.g. Braga et al., 2012;
Drawve et al., 2016; Rice and Smith, 2002;
Taniguchi and Salvatore, 2012). This is due
to the fact that socio demographic variables
are primarily collected by census bureaus,
with pre-defined administrative areas (e.g.
census tracts) as units of analysis. While
research incorporating such measures has
greatly contributed to the crime-and-place lit-
erature, we echo recent calls for the improved
measurement of social disorganisation at the
micro-level (Braga and Clarke, 2014;
Weisburd et al., 2014), which would better
match the scale used to analyse crime and

spatial risk factors. Future research should
seek to address these study limitations.
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Notes

1. The use of a concise time frame means that
any stolen vehicle recovered after 31 October
2013 is falsely classified as a permanent
MVT, and thus not included in the current
study. However, prior research suggests that
stolen motor vehicles are typically recovered
within a week (Roberts, 2012). Qualitative
research on motor vehicle thieves suggests
that the recovery time is accelerated in certain
cases, with many offenders reporting that
they abandon newer vehicles within two days
because of increased risk of detection (Jacobs
and Cherbonneau, 2014). Indeed, prior studies
have acknowledged the inability to account for
MVR outside of the study period as a threat to
validity (e.g. Roberts and Block, 2012; Suresh
and Tewksbury, 2013). Therefore, we feel that
the presence of false positives is minimised in
our sample, and commensurate with that of
prior research on MVT.

2. The disorder calls for service include various
incidents considered as social disorder in the
literature: disorderly conduct, public intoxica-
tion, loitering, noise complaints, aggressive
panhandling and trespassing.

3. After consulting with CSPD officials, we
decided to not include gas stations in their

entirety. This is because drivers do not typi-
cally leave their vehicles unattended at gas
stations. Therefore, the seizing of a motor
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vehicle in these locations would be classified
as a robbery (with the vehicle being forcefully
taken from the victim) rather than a theft
(with the vehicle being taken while not in the
presence of the victim). Gas stations that also
contain convenience stores, conversely, have
parking areas for customers to leave their
vehicles. Since vehicles are unattended in such
circumstances, their loss is classified as a
motor vehicle theft.

4. Bars, commercial zoning, disorder related
calls for service, multi-family housing com-

plexes, parks, sit-down restaurants, schools,
liquor stores, malls, night clubs and takeout
restaurants.

5. Bowling centres, convenience stores, foreclosed
properties, hotels & motels, gas stations with
convenience stores, parking stations & garages,
retail shops and variety stores.

6. Racial heterogeneity was calculated via the
following formula: [(%White, non-Hispanic *
%non-white, non-Hispanic)+ (%black, non-
Hispanic * %non-black, non-Hispanic)+
(%Asian, non-Hispanic * %non-Asian, non-
Hispanic)+ (%Hispanic * %non-Hispanic)]/4.

7. While RTMDx identified the best model for
the RTM analysis as a negative binomial
regression, we manually diagnosed the data
distribution for the follow-up analysis since a
different set of covariates (the interaction
terms) were used as explanatory variables.
First, a Kolmogorov-Smirnov test confirmed
that both MVT (D = 43.87, p \ 0.01) and
MVR (D = 48.50, p \ 0.01) had distribu-
tions vastly different from a normal distribu-
tion. Second, X2 goodness-of-fit tests
conducted after exploratory Poisson regres-
sion models confirmed that both MVT (X2

= 105,538.40, p \ 0.01) and MVR (X2 =
143,249.10, p \ 0.01) were distributed as neg-
ative binomial processes.

8. The inclusion of a spatial lag variable follows
the approach of prior research measuring the
effect of crime generators and attractors (e.g.
Ashby and Bowers, 2015; Bernasco and Block,

2011; Moreto et al., 2014). First order Queen
Continuity was used in the creation of the spa-
tial lag variables. Moran’s I was 0.06 (p =
0.001) for MVT and 0.11 (p= 0.001) for MVR.
Moran’s I statistics were calculated in GeoDa.

9. Owing to space constraints, VIF results are
not presented in text, but are available from
the lead author upon request.
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